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Abstract

The primary objective of the current study is to analytically examine the economic benefits an

organization can obtain by receiving and processing cyber threat intelligence (CTI) shared by the US

government. Our results show that the benefits from receiving CTI are closely associated with the

difference between the threat level indicated by the CTI and the receiving organization’s prior belief

of the threat level. In addition, for the same difference between the threat levels indicated by the

CTI and the organization’s prior belief, our analyses show that the magnitude of adjustments to an

organization’s cybersecurity investments is inversely related to the organization’s prior belief of the

threat level. Thus, larger benefits can be obtained when the receiving organization’s prior belief of a

threat level is lower. Taken together, our results suggest that the common belief that it is optimal for

a federal government agency or department to focus on sharing CTI related to vulnerabilities with

the highest threat level is misguided. More generally, the benefits from CTI sharing can be improved

if producers of CTI could develop a clearer understanding of the prior beliefs that organizations

have concerning their threat level and focus on sharing CTI that is significantly different from those

prior beliefs.
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Introduction

As cyber breaches grow ever more prevalent, cybersecurity becomes
a day-to-day struggle for most organizations. Security experts have
long argued that sharing cyber threat intelligence (CTI) is essential
to defend against cyberattacks.1 Industry-specific Information Shar-
ing and Analysis Centers (ISACs) are nonprofit organizations intro-

1 Based on a survey of IT practitioners whose organizations use threat in-
telligence as part of their cybersecurity program, the Ponemon Institute’s
report [1, p. 2] states that “Threat data feeds are important to an organiza-
tion’s cybersecurity strategy… Respondents believe an average of 50% of
attacks can be stopped from intelligence threat feeds.”

duced and promoted by President Clinton in ref. [2] in 1998 to facil-
itate information sharing related to cybersecurity. By 2019, the Na-
tional Council of ISACs listed 21 member ISACs, including those for
financial, automotive, energy, aviation, communications, and defense
industrial base sectors. Information Sharing and Analysis Organiza-
tions (ISAOs) were initiated by President Obama’s Executive Order
(EO) 13691 [3] in 2015, which directed the Department of Home-
land Security (DHS) to “strongly encourage the development and for-
mation” of ISAOs.2 Whereas ISACs are based on specific industries,

2 See ref. [4].
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ISAOs are information-sharing groups that are not industry-specific.
Despite the developments with ISACs and ISAOs, a survey of the lit-
erature by Pala and Zhuang [5] shows that organizations are reluc-
tant to share cybersecurity-related information because they are con-
cerned about privacy and civil liberties, legal liability, loss of trust
and reputation (which could result in loss of market share), infor-
mation leakage, and sharing costs (which impact profits). It should
be noted, however, that Mermoud et al. [6] found that a positive at-
titude toward security information sharing and social/transactional
reciprocity are positively associated with the frequency and/or inten-
sity of security information sharing between ISAC members.

The demand for cyber intelligence has also created a prosperous
commercial market. According to Gartner [7] research, “Different
price points may be available for different tiers of service … Pricing
for annual subscriptions can range from the low tens of thousands of
dollars for basic services up to $500,000 or more for sophisticated
offerings… .”

An estimate of the threat intelligence subscription costs is also
given by TechTarget. In the company’s buyer’s guide to the security
threat intelligence services, TechTarget states that “the cost of a data
feed subscription varies from company to company but is in the range
of roughly $1,500 to $10,000 per month, depending on the number
of data feeds in the subscription. Some services require customers to
buy their security devices along with a threat intelligence data feed
subscription, which can add thousands of dollars to overall costs.”3,4

The Cybersecurity and Infrastructure Security Agency (CISA),
which is part of the DHS, is the lead US federal government agency
for managing and reducing the risk of the nation’s cyber and physical
infrastructure. CISA notes that “… information sharing is essential
to the protection of critical infrastructure and to furthering cyberse-
curity for the nation.”5 Government agencies and departments are in
a unique position to share CTI. More to the point, government agen-
cies and departments, such as the National Security Agency (NSA)
and DHS, routinely collect a large volume of cyber threat informa-
tion and possess exceptional expertise in cyber threat analysis. Un-
like private companies, the government sharing of unclassified CTI
to the public6 is not profit motivated and therefore not inhibited by
concerns of erosion of market share and loss of profits. Thus, recip-
rocal sharing of information is not an impediment to sharing unclas-
sified CTI. Furthermore, confidentiality is not at issue in the case of
a federal government agency or department sharing authorized un-
classified information with the public (i.e. by definition, unclassified
information does not require the designation of confidential).

In contrast to government agencies and departments shar-
ing unclassified information, private sector firms belonging to an
information-sharing organization are concerned with the confiden-
tiality (i.e. privacy) issue associated with shared information. In ad-
dition, private sector firms are concerned with the fact that the costly
sharing of information will not be reciprocated by competitor firms
in the sharing organization (i.e. the free-rider problem is a fundamen-
tal concern to private sector organizations when participating in an
information sharing organization). The free-rider problem does not,
however, pose a problem in government agencies or departments as
it does in private sector firms. Moreover, given that much of the in-

3 See ref. [8].
4 For a list of some of the top companies providing CTI solutions, see ref.

[9].
5 See ref. [10].
6 The US federal government designates information as classified, unclassi-

fied for official use only, and unclassified. The focus of this study is only on
unclassified information that is authorized for release to the public.

formation being shared by a government agency or department is al-
ready being collected for other purposes (e.g. national security), the
unclassified portion of the information can be shared with the public
at a nominal cost.

The above notwithstanding, according to the report by DHS
Office of Inspector General [11], CTI sharing by the government
agencies and departments in the Automated Indicator Sharing (AIS)
program7 is limited and ineffective. The problems with CTI shar-
ing by the government are not limited to the AIS platform. Dyk-
stra et al. [13] interviewed individuals/groups who receive CTI from
NSA and found that the key challenges preventing the CTI recipi-
ents from more efficient use of the CTI are the time and resources
involved in processing the received information, as well as issues as-
sociated with identifying the proper use of such information. Gart-
ner [7] research expresses similar sentiments to ref. [13]. Based on
a case study of two cybersecurity exercises focused on threat in-
telligence sharing, Brilingaite et al. [14] identified “… nine signifi-
cant factors negatively impacting prioritization and execution of RIS
(reporting and information-sharing) tasks due to overly focused at-
tention on technical tasks, insufficient knowledge of information-
sharing importance, standards and tools, and unclear benefits of
these skills.”

Unfortunately, little is known about the extent to which sharing
CTI directly or indirectly prevents cyber incidents. In the 2020 SANS
CTI industry survey, 82% of respondents believe that CTI provides
value, but only 4.2% of the respondents measure its effectiveness
[15]. In contrast to the negative findings regarding CTI sharing, anec-
dotal evidence of improved cybersecurity from CTI sharing has been
documented [16].

There are many reasons why shared CTI may not result in the
desired outcome. For example, the plethora of CTI available can im-
pose significant processing costs for organizations that wish to use the
information. When the volume of the CTI available exceeds an or-
ganization’s capacity to fully process the CTI, information overload
(or what some call information processing fatigue) can take place.8

Furthermore, many CTI data feeds lack context about the threat and
confidence levels in the intelligence, Thus, those charged with lead-
ing a firm’s cybersecurity efforts need to identify the CTI relevant to
their organizations, contextualize how the CTI can be used in their
organization’s cybersecurity scenarios, and figure out the best course
of action based on the CTI. As a result of the issues noted above, CTI
received by organizations is often inefficiently incorporated into an
organization’s cybersecurity decisions.

The primary objective of the current study is to analytically ex-
amine the economic benefits an organization can obtain by receiving
and processing CTI, with a focus on unclassified CTI provided free
of charge by a US government agency or department. We are partic-
ularly interested in identifying the conditions that increase the eco-
nomic benefits an organization can obtain from receiving and pro-
cessing CTI.

Our results show that the benefits derived from receiving and pro-
cessing CTI by an organization are closely associated with the differ-

7 AIS, a CISA capability, enables the real-time exchange of machine-readable
cyber threat indicators and defensive measures to help protect participants
of the AIS community and ultimately reduce the prevalence of cyberattacks;
see ref. [12].

8 Bawden and Robinson [17, p. 182–3] note that “There is no single generally
accepted definition of information overload. The term is usually taken to
represent a state of affairs where an individual’s efficiency in using informa-
tion in their work is hampered by the amount of relevant, and potentially
useful, information available to them.”
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ence between the threat level suggested by the CTI and the receiving
organization’s prior belief concerning the threat level. For example,
sharing CTI about the Conti ransomware may provide limited bene-
fits if the cybersecurity community is already aware of the threat.9 If,
however, new details or context substantially updates public knowl-
edge, then the CTI carries added value. In addition, the magnitude
of adjustments to an organization’s cybersecurity investments is in-
versely related to the organization’s prior belief of the threat level.
In other words, larger adjustments to cybersecurity investments will
take place when the organization’s prior belief of the threat level is
lower. Taken together, our results suggest that the common belief that
it is optimal for a federal government agency or department to focus
on sharing CTI related to vulnerabilities with the highest threat level
is misguided. More generally, the benefits from CTI sharing can be
improved if producers of CTI could develop a clearer understanding
of the prior beliefs that organizations have concerning their threat
level and focus on sharing CTI that is significantly different from
those prior beliefs.10

The major contributions of this paper are 2-fold. First, we provide
new insights into the relationships among an organization’s prior be-
lief concerning the cyber threat level, the threat level indicated by
government provided CTI, and an organization’s cybersecurity in-
vestments. Second, this paper contributes to an understanding of how
the difference between the threat level indicated by the CTI and the
organization’s prior belief affects benefits obtained from receiving
and processing CTI.

The remainder of this paper will proceed as follows. In the next
section, we provide a brief review of the prior literature on informa-
tion sharing. In the third section of the paper, we provide an analy-
sis of the benefits derived from a government agency or department
sharing CTI, based on an economic model and information theory. In
the third section of the paper, we also provide a numerical example
to illustrate the findings from our analysis. The fourth section of the
paper discusses the implications of our analysis. The fifth, and final,
section of the paper provides some concluding comments.

Literature review

Early studies in the economics literature on information sharing fo-
cused on how information sharing could improve profits for private
sector firms involved in information sharing arrangements [19, 20].
These papers addressed a variety of issues, including the type of infor-
mation shared (e.g. product cost-related information and/or product
demand-related information), the type of market competition (e.g.
oligopoly, duopoly, etc.) in which the organizations sharing infor-
mation operate, and whether the organizations sharing information
sell products that are substitutes or complements. Issues related to
the free-rider problem and the truth-telling problem have also been
subjects of concern in the economics-based literature on information
sharing [21].

Focus on the economics of sharing CTI information among pri-
vate sector organizations did not take place until the beginning of
the 21st century in response to the cyber threats and cybersecu-

9 Conti is a ransomware variant first observed in May 2020 and used in
>400 attacks across the world. CISA issued an alert about Conti on 22
September 2021 [18].

10 Although the focus of this paper is on the US federal government as
provider of CTI, the same argument would apply to commercial vendors
that provide CTI. More will be said about private sector vendors that
provide CTI later in the paper.

rity breaches emanating from the Internet.11 Gordon et al. [24] and
Gal-Or and Ghose [25] were among the earliest studies to address
the cost–benefit aspects of sharing cybersecurity-related information.
Both papers, however, found that, without additional economic in-
centives, the free-rider problem is a serious impediment to realizing
the potential welfare benefits associated with information sharing
among private sector firms.

More recent analytical papers investigate the incentives necessary
to alleviate free-riding and encourage information sharing within in-
formation sharing organizations/platforms. Tosh et al. [26], for ex-
ample, focus on incentive schemes that allow participants to share
information anonymously. Naghizadeh and Liu [27] show how an
imperfect public monitoring system can enhance truthful sharing of
cyber threat and remediation information in an infinitely repeated
game. Incorporating the incentives of both attackers and defenders,
Ezhei and Ladani [28] use a two-stage sequential game to analyze
benefits of a sharing organization when firms explicitly consider pri-
vacy costs. Gao and Zhong [29] and Hausken [30] also model both
attackers and defenders using multistage game theoretic models. Gao
and Zhong [29] demonstrate that the levels of investment by both
defenders and attackers, as well as the level of sharing among de-
fenders, depend on the type of competition (e.g. Cournot vs Bertrand
competition) assumed. Hausken [30] analyzes information sharing
among hackers who have to trade off between sharing information
and launching costly attacks. Using an evolutionary game, Tosh et al.
[31] propose a dynamic incentive structure through which a sharing
organization can be self-sustained when it attracts a sufficient num-
ber of firms to share information.

Applying a real options analysis, Gordon et al. [32] find that shar-
ing cybersecurity information could have the effect of incentivizing
the receiving entity to accelerate investments in cybersecurity. Their
findings arise from the fact that information sharing can reduce the
risk associated with a firm’s decision to invest in the current period,
rather than exercising the real option to defer cybersecurity invest-
ments. The paper includes a hypothetical example that is used to il-
lustrate their argument.

There have also been several review papers that explore various
economic aspects of cybersecurity information sharing among vari-
ous organizations (e.g. [5, 33, 34]). Laube and Böhme [33], for ex-
ample, perform an extensive survey of theoretical and empirical liter-
ature and conclude that, in general, a firm’s economic incentives lead
them to share less cybersecurity information than is socially optimal.
Pala and Zhuang [5] review 82 papers from technology, policy, and
economic fields and identify the primary concerns in cybersecurity
information sharing. These concerns include privacy and civil liber-
ties, liability, loss of trust, loss of reputation, attracting more attacks,
information leakage, and sharing costs.

The potential benefits derived from sharing cyber threat-related
information have also been extensively discussed by the US federal
government. As already mentioned in the Introduction, President
Clinton’s Presidential Decision Directive/NSC-63 [2] in 1998 was in-
tended to facilitate information sharing among private sector and
public sector organizations. However, the developments with the In-
ternet in the mid-to-late 1990s, and the terrorists’ attacks in the USA
on 11 September 2001, combined to create a new sense of urgency
concerning sharing CTI. Consequently, in 2004, President Bush is-
sued Executive Order 13356 [35], which focused on threat-related
information regarding terrorism. In 2012, the “National Strategy for
Information Sharing and Safeguarding” [36] was published by The

11 There is a large body of literature on the impact of cybersecurity breaches
on the stock market value of firms (e.g. [22, 23]).
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White House under President Obama. In 2013, President Obama is-
sued Executive Order 13636 [37], in which Section 4, part (a), specif-
ically states that: ‘‘It is the policy of the United States Government
to increase the volume, timeliness, and quality of cyber threat in-
formation shared with U.S. private sector entities so that these enti-
ties may better protect and defend themselves against cyber threats.”
Even with this acknowledgement for higher quality CTI, the goal re-
mains elusive.

The Cybersecurity Information Sharing Act of 2015 [38] also fo-
cused on improving “… cybersecurity in the United States through
enhanced sharing of information about cybersecurity threats…” In
response to the Cybersecurity Information Sharing Act of 2015, in
2018, DHS established the CISA. CISA developed and maintains the
AIS program, which is intended to facilitate the sharing of CTI among
government and private sector entities.12 In October 2016, the Na-
tional Institute of Standards and Technology (NIST) issued its Spe-
cial Publication 800–150 entitled “Guide to Cyber Threat Informa-
tion Sharing,” which “… provides guidance to help organizations
exchange cyber threat information.”13,14

Although recognizing the potential benefits from sharing cyber-
related information among private sector firms (either directly as in
the case of supply-chain partners or via an information sharing or-
ganization such as an ISAC), the literature on sharing cybersecurity-
related information among private sector organizations continues to
highlight the free-rider problem, as well as the concerns related to
competition for market share and profits. Issues related to confiden-
tiality (i.e. privacy) also remain as fundamental concerns among pri-
vate sector organizations.15 Despite these barriers, there are clearly
many examples of successful information sharing among private sec-
tor organizations (e.g. see the IT-ISAC blog for a description of sev-
eral success stories [41]).

Many of the barriers to information sharing among private sector
organizations do not, however, apply to sharing unclassified CTI by
the government. US federal government agencies and departments
are not competing with private sector companies for customers. In
addition, sharing CTI does not involve the risk of losing revenues
due to the loss of trust or reputation as in the case of private com-
panies. Hence, the US federal government is in a unique position to
share a large volume of cybersecurity information at a nominal cost,
providing it is already collecting such information to fulfill its or-
ganizational mission. The above notwithstanding, there is evidence
to suggest that much of the information provided by federal gov-
ernment agencies and departments is either not used or used in an
inefficient manner (e.g. see refs. [42] and [11]). In this regard, the re-
port by the Office of Inspector General, which focused on evaluating
DHS’ progress in improving information sharing in accordance with
the Information Sharing Act of 2015, noted that CISA “… made lim-
ited progress improving the overall quality of information it shares
with AIS participants to effectively reduce cyber threats and protect
against attacks” [11, p. 6].

The economics-based literature on sharing cyber-related infor-
mation previously discussed examined sharing information among

12 For a detailed description of CISA, see ref. [39].
13 The NIST publication provides an excellent discussion of the benefits and

challenges associated with information sharing [40].
14 The above are just a few of a very long list of the US federal government

publications concerned with sharing CTI.
15 The GDPR (General Data Protection Regulation), which is a regulation in

the European Union and the European Economic Area, is a clear manifes-
tation of the need for private sector organizations to be concerned about
the privacy of data, whether or not the information is shared.

firms. Such sharing was sometimes facilitated by an information shar-
ing organization that was organized with or without the support of
the government. While the literature on sharing cyber information
among firms includes several papers that incorporate an analytical
economic model, there has been a paucity of economic modeling of
information sharing between the government and firms in the pri-
vate sector.16 One exception is Laube and Böhme [44] who construct
a principal–agent model to study security breach reporting to the
government. Another exception is Dykstra et al. [42] who use an
economic model to examine sufficient conditions for a government
agency’s sharing of CTI to private sector firms to increase social wel-
fare. Unlike this paper, Dykstra et al. [42] do not examine of how
the difference between the threat level indicated by the CTI and a
recipient firm’s prior belief affects benefits obtained from a govern-
ment agency’s shared CTI. To the best of our knowledge, our paper
is the first to identify conditions when sharing CTI by a government
agency is most beneficial.

According to a survey by the Ponemon Institute [45, p. 9] of
IT practitioners whose organizations use threat intelligence as part
of their cybersecurity program, only 17% of respondents consider
ISAC/ISAO as the primary source of CTI for their organizations, and
only 15–18% of respondents indicate a government sharing program
as the primary source. This may, in part, be due to information over-
load and resource constraints (e.g. related to processing capacity) of
the organizations (especially small- and medium-size organizations)
receiving the threat information provided by commercial vendors
and the government. In the 2021 Poneman Institute survey [1], 56%
of the respondents agree that “threat feeds provide threat data that is
often too voluminous and/or complex to provide timely and action-
able intelligence.” In this regard, Schick et al. [46, p. 206] argue that
information overload occurs for “… an individual when the infor-
mation processing demands on time … to perform interactions and
internal calculations exceed the supply or capacity of time available
… for such processing.” Anderson and Palma [47] formally model
information congestion in an advertising scenario and propose in-
centive schemes to improve social welfare.

The literature reviewed above indicates that the potential benefits
of sharing government-collected CTI are widely acknowledged. Nev-
ertheless, while a significant proportion of recipients of government-
supplied CTI find some benefits from having received the CTI, the lit-
erature also clearly indicates that impediments exist (e.g. information
overload and resource constraints) that prevent receiving organiza-
tions from realizing the full potential benefits of CTI sharing. How-
ever, even without directly addressing these impediments, there are
ways of analytically examining methods for improving the economic
benefits associated with government agencies or departments sharing
unclassified CTI. Accordingly, in the following section of this paper,
we provide an economic model and analysis that identifies conditions
when sharing CTI by a federal government agency or department is
most beneficial.

Assessing the benefits of CTI

Generic model

Assume an organization has intelligence on the cyber threat level re-
lated to a security vulnerability.17 We denote the threat intelligence
as p, where 0 < p ≤ 1 represents the best estimate of the probability

16 Although there is an extensive literature on CTI modeling (e.g. [43]), the
models presented are not analytical economic models.

17 For simplicity, we assume that a threat is related to one and only one
vulnerability.
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Maximizing benefits from sharing cyber threat intelligence 5

that a hacker will initiate a cyberattack exploiting the vulnerability.
An organization can decrease the chance of the attack being success-
ful by investing in cybersecurity activities that reduce the vulnerabil-
ity. We adopt a similar setting to Gordon and Loeb [48] and denote
the productivity function of cybersecurity investments reducing a vul-
nerability as s(z, v), where v ∈ (0, 1) represents the inherent probabil-
ity that a cyberattack exploiting the vulnerability will be successful if
an organization does not make any investment to reduce the vulner-
ability, i.e. s (0, v) = v. The organization will choose z, the amount
of cybersecurity investments it makes to reduce the vulnerability. Fol-
lowing Gordon and Loeb [48], we assume that investment in cyber-
security decreases the chance that a cyberattack will be successful,
but at a decreasing rate, i.e. sz = ∂s

∂z < 0 and szz = ∂2s
∂z2 > 0.18 In

this setting, the probability of an organization being breached due to
a vulnerability is the product of the probability that an attack will
take place and the probability that the attack will be successful, i.e.
p · s(z, v).19

Before receiving and processing any CTI, an organization has its
own belief of the threat level (i.e. the probability that a hacker will
engage in a cyberattack exploiting a given vulnerability of the orga-
nization). Such belief may be formed from analyzing the organiza-
tion’s own past experiences, receiving intelligence from ISACs/ISAOs
or in the news media, and/or purchasing intelligence services from
commercial vendors. We denote the organization’s prior belief before
receiving CTI shared by the government as p̄, i.e. the organization be-
lieves the probability that a hacker will attack a given vulnerability is
p̄. Based on the prior belief, the organization would invest in cyberse-
curity activities defending the vulnerability, and hence minimize the
total expected cybersecurity costs. Formally stated, the organization
will solve the following minimization problem:

min
z

[
p̄ · s (z, v) L + z

]
s.t. z ≥ 0, (1)

where L is the amount of loss the organization will suffer, assuming
a cyber breach were to occur.

If the organization receives and processes intelligence on a vulner-
ability, it will update its belief of the threat level regarding the vulner-
ability from p̄ to p, and adjust its investment level accordingly.20 In
other words, the organization will solve the following minimization
problem instead:

min
z

[p · s (z, v) L + z] s.t. z ≥ 0 (2)

Notice that the optimal investment in reducing the vulnerabil-
ity depends on the CTI the organization receives and processes. Let
the optimal investment in reducing a given vulnerability before the
organization processes the CTI on that vulnerability shared by the
government be z̄ and the optimal investment in reducing the same

18 Our setting is different from that of Gordon and Loeb [48]. Gordon and
Loeb [48] refer the probability that a breach will take place as vulnera-
bility (i.e. they incorporate threat into their notion of vulnerability). We
separate the probability of a breach into the threat p (the probability that
a hacker will engage in an attack) and the vulnerability v (the chance that
an attack will be successful).

19 In essence, s(z, v) represents the revised vulnerability after investment z.
20 For simplicity, we use p to represent both the threat level indicated in the

shared CTI and the organization’s posterior belief. A more general sce-
nario is that after receiving CTI shared by the government, the organiza-
tion’s belief will move away from its prior and toward, but not necessarily
completely all the way to, the threat level indicated by the CTI. That is,
the organization’s posterior probability of a threat may be modeled as
pPosterior = p̄ + θ (p − p̄), for 0 < θ ≤ 1. By assuming θ = 1, the anal-
ysis is less cumbersome without affecting our results qualitatively.

vulnerability after the organization processes the intelligence shared
by the government be z∗. The optimal investments, z̄ and z∗, are func-
tions of the threat levels, which can be written as

z̄
(
p̄
) = argmin

[
p̄ · s (z, v) L + z

]
, (3)

z∗ (p) = argmin [p · s (z, v) L + z] . (4)
We now introduce Lemma 1, which describes how the optimal in-
vestment changes with respect to the intelligence on threat level.

Lemma 1
The optimal amount to invest in reducing a vulnerability increases
in the probability that an organization believes a hacker will exploit
the vulnerability, i.e. z∗(p) increases in p. In the special case where
p = 0, the optimal investment amount is 0.21

Proof:
For the minimization problem z∗ = argmin[p · s(z, v)L + z], the be-
low first-order condition needs to be satisfied:

p · sz
(
z∗) L + 1 = 0. (5)

Based on Equation (5), we can calculate the derivative of the op-
timal z with respect to p as follows:

z∗
p = dz∗

dp
= − sz (z∗ )

szz (z∗ ) p
= 1

szz (z∗ ) p2L
. (6)

Given that szz > 0, we have
z∗

p > 0. (7)
When p = 0, p · s(z, v)L = 0, the organization’s total expected

costs related to cybersecurity p · s(z, v)L + z is minimized when z =
0. � �

Lemma 1 shows that an organization will invest more in reducing
a vulnerability if it believes that an attack targeting that vulnerability
is more likely to happen. However, the CTI that reveals a lower threat
level than the organization previously thought would lead the organi-
zation to reduce the investment needed to address this vulnerability.
A closer examination of Equation (6) also reveals that the changes in
investment level will be larger if the investment has higher productiv-
ity and lower diminishing return. Overall, z∗

p represents how sensitive
the optimal investment is to changes in an organization’s belief of the
threat level.

We further analyze the changes in the optimal amount to invest
to reduce a vulnerability in Proposition 1.

Proposition 1
For three broad classes of productivity functions described in Gordon
and Loeb [48],22 the optimal amount to invest in reducing a vulnera-
bility increases in the threat level at a decreasing rate. That is, if s(z, v)
takes any of the following functional forms: sI (z, v) = v

(αz+1)β
,

sII (z, v) = vαz+1 , or sIII (z, v) = veαz(v−1), where α > 0 and β ≥ 1,
then z∗

p decreases in p.23

Proof:
It can be easily shown that �

for sI (z, v) = v
(αz+1)β

,
dz∗

p
dp = − β(αβvLp)1/(1+β )

p2α(1+β )2
< 0;

for sII (z, v) = vαz+1 ,
dz∗

p
dp = 1

p2αln(v)
< 0, since v < 1;

for sIII (z, v) = veαz(v−1),
dz∗

p
dp = 1

p2α(v−1)
< 0, since v < 1. �

(Appendix A provides derivations of the above derivatives.)
Proposition 1 shows that, for the above three broad classes of

productivity functions of cybersecurity investments, when an orga-

21 Note that given z∗ ≥ 0, we run into a corner solution where z∗ = 0 for very
small p. Our discussion focuses on the interior solutions where z∗ > 0.

22 The Gordon–Loeb model of cybersecurity investment has been widely
studied (e.g. [49]).

23 Appendix B provides a sufficient condition that generalizes Proposition 1.
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6 Dykstra et al.

nization’s prior belief of threat level on a vulnerability is higher, it
will increase its investment level less aggressively in responding to
a CTI that increases the threat level. This is because the organiza-
tion has invested a greater amount when it believes the threat level
is higher and further investments produce a smaller reduction of the
vulnerability. As a result, the reduction in expected loss from a cyber
breach is also smaller when an organization’s prior belief of threat
level is high. Contrary to the notion that CTI providers should focus
on alerting organizations about cyber threats with the highest threat
levels, prioritizing sharing CTIs on vulnerabilities that organizations
have a prior belief of low threat level may induce larger increases in
cyber investment and result in greater improvement of security level.

The benefits an organization obtains from receiving CTI on a vul-
nerability are not limited to improved cybersecurity level. Having bet-
ter CTI can also result in a reduction in total expected cybersecurity
costs related to a vulnerability, which is the sum of the expected loss
from cyber breach and cybersecurity investment. We denote the ben-
efits obtained by an organization from receiving and processing the
threat intelligence on a vulnerability as G, where

G = [p · s (z̄, v) L + z̄] − [
p · s

(
z∗, v

)
L + z∗] . (8)

Notice that when p = p̄ , z∗ = z̄ , an organization does not need
to take any actions and receives no benefit from receiving and pro-
cessing the intelligence if the CTI is identical to its prior belief, i.e.
G = 0 if p = p̄ .

Proposition 2
G increases in p − p̄ when p > p̄, and G increases in p̄ − p when
p < p̄.24

Proof:
Let δ = p − p̄ and G = [p · s(z̄, v)L + z̄] − [p · s(z∗, v)L + z∗], we
can rewrite G as

G = [p · s (z̄ (p − δ) , v) L + z̄ (p − δ)] − [
p · s

(
z∗ (p) , v

)
L + z∗ (p)

]
,

dG
dδ

= −p · sz (z̄, v) z̄pL − z̄p = −z̄p [p · sz (z̄, v) L + 1] . (9)

Combining Equation (9) with Equations (5) and (6), it follows
that

dG
dδ

= −z̄p · δ · sz (z̄, v) L = − δ · sz (z̄, v)

szz (z̄, v) (p − δ)2
. (10)

Given that sz < 0 and szz > 0, we have dG
dδ

> 0 when δ > 0, and
dG
dδ

< 0 when δ < 0. Hence, G increases in p − p̄ when p > p̄, and G
increases in p̄ − p when p < p̄. � �

Proposition 2 shows that the benefit obtained from receiving and
processing CTI for a vulnerability depends on the difference between
the threat level indicated by the CTI and an organization’s prior be-
lief. As indicated in Lemma 1, if the CTI indicates that the threat level
is lower than the organization’s prior belief, the organization will de-
crease the investment level. This would result in a higher chance that
a breach will take place, but the organization will save on cyberse-
curity expenditure and reduce the total cybersecurity related costs.
In other words, an organization will always benefit from updating
its prior belief to the CTI shared by the government, regardless of
whether the CTI increases or decreases the organization’s belief of
threat level. The magnitude of the benefits depends on how differ-
ent the CTI is from an organization’s prior belief concerning cyber
threats.

24 We choose to state the proposition in the current way to facilitate later
discussion of the results. We can further show that G is a convex func-
tion of p − p̄, which achieves its minimum level when p = p̄. The proof
is provided in Appendix C.

A closer examination of Equation (10) and Equation (6) reveals
that the marginal benefit from receiving and processing CTI ( dG

dδ
) can

also be written as

dG
dδ

= δ · z̄p

p̄
. (11)

This suggests that the marginal benefit from receiving and pro-
cessing CTI increases with the sensitivity of optimal cyber invest-
ments to the threat level and decreases with the prior belief of threat
level. Recall that Proposition 1 shows that the optimal cybersecurity
investment increases with the threat level at a decreasing rate. Equa-
tion (11) implies that, for the same difference between the threat level
in the CTI and the prior belief by the receiving organization, the ben-
efits tend to be smaller when the receiving organization’s prior belief
indicates a higher threat level. In other words, CTI sharing tends to
be the most beneficial when the receiving organization had very little
(in the extreme, no) prior awareness about a threat.25

Comparison to results from information theory

The benefit from receiving CTI analyzed in Proposition 2 is closely
related to the concept of Kullback–Leibler Divergence in informa-
tion theory [50]. The Kullback–Leibler Divergence, also referred as
the relative information entropy, measures the information gained by
revising one’s beliefs from a prior probability distribution to a poste-
rior probability distribution. In the situation where an organization
revises its belief of the threat level from p̄ to p, the Kullback–Leibler
Divergence DKL can be formally written as

DKL
(
pp̄

) = p log
p
p̄

+ (1 − p) log
(1 − p)(
1 − p̄

) . (12)

Note that DKL > 0 for any p �= p̄. Similar to G, DKL increases
in p − p̄ when p > p̄ and increases in p̄ − p when p < p̄.

Note that DKL is symmetric, i.e. the information gained calcu-
lated using the Kullback–Leibler Divergence depends only on the
relative levels of threat indicated in the CTI and prior belief. To see
this, notice that DKL (pp̄) = DKL (1 − p1 − p̄). In order words, up-
dating posterior belief p = 0.9 from prior belief p̄ = 0.1 will re-
sult in same relative information entropy as updating posterior belief
p = 0.1 from prior belief p̄ = 0.9. This is because the calculation
of Kullback–Leibler Divergence in the CTI sharing scenario measures
only the changes in CTI but does not consider how an organization
would adjust the optimal cybersecurity investments based on the CTI
shared. Due to the diminishing return of cybersecurity investments,
difference in CTI does not translate uniformly to difference in the
organization’s cybersecurity investment. More specifically, organiza-
tions with prior belief that indicates a lower threat level enjoy higher
marginal benefits from their further cybersecurity investments, hence
will receive higher economic benefits from CTI shared by the gov-
ernment departments and agencies. As a result, the economic ben-
efits from receiving CTI are not symmetric as the Kullback–Leibler
Divergence. In the domain of CTI sharing, the decision-making pro-
cess has been focusing on the CTI to induce the biggest revision of
beliefs. Our results show that CTI provides should explicitly take the
changes in investment into consideration to maximize the benefits of
CTI sharing.

25 An analogy can be found in the public health domain. Significant improve-
ments in public health can be achieved by informing people of the basic
health risks and hygiene practices, which can be more cost-effective in im-
proving the population’s life expectancy than investing in advanced health
care targeting terminal diseases.
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Maximizing benefits from sharing cyber threat intelligence 7

Figure 1: The optimal investment vs threat level.

Figure 2: Benefits obtained from intelligence on threat level (p) based on prior belief of threat level (p̄).

Numerical example

To further illustrate the results of our analyses, we present a numer-
ical example. For security breach productivity function sI (z, v) =

v
(αz+1)β

, where v = 0.8, α = 1, β = 2, and L = $1,000,000,

we plot the optimal investment z∗ (p) = 3
√

1,600,000p − 1 as
a function of the threat level p in Fig. 1. As indicated in

Proposition 1, z∗ increases in the threat level at a decreasing
rate.

We also plot the benefits, G, from receiving and processing CTI
with respect to the prior belief of the threat level, p̄, and the threat
level indicted in the CTI, p, in Fig. 2. As predicted in our Proposition
2, an organization receives larger benefits from processing CTI as the
difference between p and p̄ increases.
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8 Dykstra et al.

Notice that the benefits obtained from receiving and processing
CTI are not symmetric. In Table 1, we calculate the benefits obtained
from receiving and processing CTI, when p̄ = 1, 0.1, . . . , 1, and
when p − p̄ = −1, −0.9, . . . , 0.9, 1. Our calculations show that
when p̄ = 0.1 and p − p̄ = 0.5 (i.e. p = 0.6), the benefit is $69.18,
and when p̄ = 0.9 and p − p̄ = −0.5 (i.e. p = 0.4), the benefit is
only $14.30. Also notice that the benefits are the greatest when the
CTI indicates a threat that the organization was not aware of (i.e.
when p̄ = 0) and decrease as the organization had greater awareness
of a threat prior to receiving the CTI. This asymmetry in the benefits
is a result of diminishing returns of cybersecurity investments.

Using the same probabilities indicated by the prior and pos-
terior beliefs, we also calculate the Kullback–Leibler Divergence
when prior belief p̄ = 0.1, 0.2, . . . , 0.9, and when p − p̄ =
−0.8, −0.7, . . . , 0.7, 0.8. The results are shown in Table 2.26 Ob-
serve that the information gained when p̄ = 0.1 and p − p̄ = 0.5
(i.e. p = 0.6) is the same as the information gained when p̄ = 0.9
and p − p̄ = −0.5 (i.e. p = 0.4). Although the information the-
ory approach does not provide the financial economic benefits, it
provides an alternative way of viewing the fact that the information
value (i.e. entropy) increases in the difference between the threat level
indicated by the CTI and an organization’s prior belief of the threat
level.

Implications

As discussed earlier in this paper, the US federal government routinely
collects CTI. Unlike profit-seeking firms belonging to a private sector
information sharing organization, the federal government is not con-
cerned about competing in the marketplace, and reciprocity of infor-
mation sharing is not the reason for sharing information with private
sector organizations. In addition, since the unclassified information
is not confidential (by definition) and assuming that any CTI being
shared would be collected by the government irrespective of the in-
formation sharing, the government is able to share a large volume of
unclassified CTI at nominal cost. If a receiving organization has un-
limited capacity to receive and process such CTI, federal government
departments and agencies can share all its unclassified CTI without
further concern. However, the processing capability of many receiv-
ing organizations is likely to be limited by either technology, human
capital capabilities, and/or some other resource constraint.27 Thus,
many organizations may not be able to process all the CTI shared
by the government. That is, sharing large volumes of complex CTI
may congest the processing capacity of many receiving organizations
and cause information overload and/or confusion. As a result, many
receiving organizations may not be able to efficiently incorporate the
CTI into their strategy for addressing cybersecurity threats.

Using an economics-based model, plus an analysis based on infor-
mation theory, this paper identifies ways for improving the economic
benefits that organizations can obtain from receiving and processing
CTI from government agencies and departments on a given vulner-
ability. Our analysis, which was illustrated via a numerical example,
suggests that the economic benefits an organization can obtain from
government provided CTI are an increasing function of the differ-
ence between the CTI and the receiving organization’s prior belief
of the threat level. In addition, the economic benefit from the CTI
is inversely related to the receiving organization’s prior belief of the

26 We omit the cases when p or p̄ is 0 or 1 because the Kullback–Leibler
Divergence approaches infinity in these cases.

27 A variety of resource constraints are particularly common among small-
and medium-size private sector firms.

threat level.28 Thus, federal government agencies and departments
could improve the benefits derived from their CTI sharing by iden-
tifying CTI that is most different from the receiving organizations’
prior beliefs about cyber threats, as well as prioritizing sharing CTI
associated with cyber threats that are believed by the recipients to
be of a low threat level. These findings are contrary to the common
perception that government agencies and departments should focus
on sharing CTI simply because it is associated with the highest threat
level to organizations.

Of course, for a government agency or department to take actions
in line with the above findings, it would need to assess the CTI that
is already available to those organizations receiving its CTI. In other
words, the government organization providing CTI would be well
served to assess the quantity and quality of the information already
available to most organizations via the news media and commercial
firms that provide CTI at a moderate cost. Although such an assess-
ment would likely be noisy, it should be possible to categorize CTI to
facilitate the above recommendation. For example, unclassified CTI
could be categorized as follows: (1) readily available in the public do-
main at a nominal cost to all organizations, (2) available in the public
domain, but at a low to moderate cost (e.g. via inexpensive commer-
cial services), (3) available at a high cost (e.g. subscribing to costly
commercial services), and (4) information that is obtained by the gov-
ernment as a result of its unique ability to gather such information
and therefore not otherwise available to organizations (regardless of
their resources). The above suggestion does, however, raise the issue
of whether a government agency or department could segment un-
classified CTI in a manner that would facilitate a clear differentiation
in the potential use of the CTI among different users (e.g. small firms
with limited budgets for cybersecurity-related activities as opposed
to large firms with large budgets for cybersecurity-related activities)
without providing any sort of advantage to one group over another
group of potential users of the CTI.

Our results are not limited to CTI shared by the government
agencies and departments. For example, any producer of CTI could
increase the value of their CTI feeds by accessing the prior beliefs
of those receiving the CTI and identifying the CTI that is most dif-
ferent from those prior beliefs. Of course, commercial producers of
CTI are unlikely to be able to share the information at a nominal
cost as is the case with a government agency or department because
the CTI is not already being collected to fulfill the government mis-
sion. Thus, in the case of a commercial producer of CTI, the cost–
benefit considerations are more complicated. It is worth noting, how-
ever, that the producers of CTI (whether a government organization
or a profit-seeking private sector company) need feedback from the
consumers of the CTI concerning their beliefs regarding the current
level of cyber threat and the type of CTI that would be helpful to
them. Although feedback is rare in most threat information sharing
arrangements, reliable feedback could go a long way toward enhanc-
ing the economic benefits of CTI sharing by a government agency or
department.

Concluding comments

Cybersecurity risks and cyber incidents have become a critical con-
cern to all organizations in today’s interconnected digital world. In-
deed, the threat of cyberattacks is considered one of the critical na-
tional and economic risk factors confronting a nation and its econ-
omy. For example, in 2013, President Obama (in Executive Order

28 Although beyond the scope of this paper, updating prior beliefs about
cyber threats can be addresses from a Bayesian statistics perspective.
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Maximizing benefits from sharing cyber threat intelligence 9

Table 1: Benefits: obtained from receiving and processing CTI that indicates threat level p when the prior belief of threat level is p̄.

p − p̄ Prior belief (p̄)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

−1 $115.96
−0.9 $111.92 $41.38
−0.8 $107.58 $37.77 $26.06
−0.7 $102.85 $33.93 $22.87 $17.06
−0.6 $97.65 $29.84 $19.55 $14.30 $11.09
−0.5 $91.83 $25.44 $16.09 $11.49 $8.75 $6.95
−0.4 $85.18 $20.68 $12.49 $8.66 $6.45 $5.04 $4.08
−0.3 $77.30 $15.52 $8.80 $5.86 $4.26 $3.26 $2.59 $2.12
−0.2 $67.40 $9.91 $5.12 $3.24 $2.27 $1.69 $1.32 $1.06 $0.88
−0.1 $53.29 $4.07 $1.80 $1.05 $0.70 $0.50 $0.38 $0.30 $0.25 $0.21
0 $0 $0 $0 $0 $0 $0 $0 $0 $0 $0 $0
0.1 $79919.57 $5.98 $2.25 $1.23 $0.79 $0.56 $0.42 $0.33 $0.26 $0.22
0.2 $159898.40 $18.27 $7.53 $4.30 $2.84 $2.04 $1.55 $1.22 $1.00
0.3 $239883.55 $33.60 $14.65 $8.62 $5.81 $4.23 $3.25 $2.59
0.4 $319871.73 $50.76 $23.02 $13.87 $9.49 $6.99 $5.41
0.5 $399861.75 $69.18 $32.32 $19.83 $13.74 $10.22
0.6 $479853.03 $88.52 $42.33 $26.36 $18.46
0.7 $559845.23 $108.58 $52.91 $33.35
0.8 $639838.13 $129.20 $63.96
0.9 $719831.61 $150.29
1.0 $799825.56

Table 2: Information: gained (Kullback–Leibler Divergence) from revising from prior belief (p̄) to posterior belief (p).

p − p̄ Prior belief (p̄)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

−0.8 1.758
−0.7 1.146 1.363
−0.6 0.794 0.832 1.033
−0.5 0.551 0.534 0.583 0.751
−0.4 0.368 0.335 0.339 0.382 0.511
−0.3 0.226 0.193 0.184 0.192 0.223 0.311
−0.2 0.116 0.092 0.082 0.081 0.087 0.105 0.154
−0.1 0.037 0.026 0.022 0.020 0.020 0.023 0.028 0.044
0 0 0 0 0 0 0 0 0 0
0.1 0.044 0.028 0.023 0.020 0.020 0.022 0.026 0.037
0.2 0.154 0.105 0.087 0.081 0.082 0.092 0.116
0.3 0.311 0.223 0.192 0.184 0.193 0.226
0.4 0.511 0.382 0.339 0.335 0.368
0.5 0.751 0.583 0.534 0.551
0.6 1.033 0.832 0.794
0.7 1.363 1.146
0.8 1.758

13636 [37]) noted the importance of cyber threats to the national
and economic security of the USA. In 2011 and 2018, the Securities
and Exchange Commission (SEC) also highlighted the importance of
cyber threats by issuing disclosure guidance for its registrants con-
cerning cybersecurity risks and cyber incidents [51, 52].

US federal government departments and agencies (e.g. CIA, FBI,
DHS, NSA) gather and publicly share large amounts of unclassified
CTI to help protect the national and economic security of the USA.
The primary focus of this paper has been on identifying ways of in-
creasing the economic benefits that private sector organizations can
obtain from receiving and processing CTI shared by the US federal
government. Contrary to the common perception that these benefits
are an increasing function of the level of cyber threat, our analysis

shows that the greatest benefits are obtained when the difference be-
tween CTI and the prior beliefs concerning the cyber threat by the
organization receiving the CTI is greatest. Furthermore, for the same
difference between CTI and a receiving organization’s prior belief
about a cyber threat level, a receiving organization’s adjustment in
cybersecurity investments is inversely related to its prior belief of a
cyber threat level. These findings are contrary to the common belief
that it is optimal for a federal government agency or department to
focus on sharing CTI related to vulnerabilities with the highest threat
level.

The above findings were primarily derived based on economics-
based models. However, we also show that similar insights could be
obtained through the lens of information theory in terms of infor-
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mation entropy. A numerical example was also provided to reinforce
our findings.

As with any research based on analytical models, the results of
our analysis are conditioned on the validity of the assumptions un-
derlying the models. In this regard, these assumptions include the fol-
lowing. First, it is assumed that the free-rider concern that is prevalent
when private sector organizations share information is not a funda-
mental concern to a government agency or department that shares
CTI. Second, our analysis assumes that the government is already
gathering the CTI for national security purposes, and therefore shar-
ing the unclassified portion of this CTI could be done at a minimal
(i.e. non-consequential) cost. Third, our analysis assumes that the
recent findings by Dykstra et al. [13] and DHS Office of Inspector
General Report [11], concerning the fact that the CTI shared by the
government is perceived to be of limited use, provide an accurate
picture of the situation (at least to a large number of organizations
receiving the CTI). Of course, information overload and/or resource
constraints are likely part of the reason CTI is not efficiently incor-
porated into cybersecurity decisions by many organizations. In addi-
tion, many of the factors identified by Brilingaite et al. [14] are also
likely to be part of the reason why CTI is not efficiently incorporated
into cybersecurity decisions by organizations. Fourth, we assume all
organizations have the same prior beliefs. Of course, different orga-
nizations will have different prior beliefs, and this point is especially
true in terms of large vs small- and medium-size organizations.

The above assumptions have limitations and are issues worthy of
further investigation. These limitations notwithstanding, we believe
the analysis contained in this paper provides new insights into infor-
mation sharing where the focus is on CTI-related information shared
by government agencies and departments.
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Appendix A: Proof of Proposition 1
Case 1: sI (z, v) = v

(αz+1)β

The first derivative of sI (z, v) w.r.t. z is
sI
z (z) = − vαβ

(αz+1)β+1 .

From Equation (5), it follows that
− vαβpL

(αz∗+1)β+1 + 1 = 0.

Hence,

(αz∗ + 1)β+1 = vαβpL,

z∗ = 1
α

· [(vαβpL)
1

β+1 − 1].
Taking the first derivative of z∗ w.r.t. p, we have

z∗
p = vβL

β+1 (vαβpL)
1

β+1 −1
.

It follows that the second derivate of z∗ w.r.t. p is
dz∗p
dp = vβL

β+1 · ( 1
β+1 − 1) · vαβL · (vαβpL)

1
β+1 −2 = − β(αβvLp)1/(1+β )

p2α(1+β )2
< 0..

Case 2: sII (z, v) = vαz+1

The first derivative of sII (z, v) w.r.t. z is
sII
z (z) = vαz+1 α ln(v).

The second derivative of sII (z, v) w.r.t. z is
sII
zz (z) = vαz+1 α2ln2(v).

From Equation (6), it follows that
z∗

p = − 1
pα ln(v) .

Hence, the second derivative of z∗ w.r.t. p is
dz∗p
dp = 1

p2α ln(v)
.

Given that v < 1, we have
dz∗p
dp < 0.

Case 3: sIII (z, v) = veαz(v−1)

The first derivative of sI (z, v) w.r.t. z is
sIII
z (z) = α(v − 1)veαz(v−1).

From Equation (5), it follows that
α(v − 1)veαz∗ (v−1) pL + 1 = 0.

Hence,

eαz∗ (v−1) = −1/
α (v − 1) vpL ,

z∗ = 1
α(v−1) ln[−1/α(v − 1)vpL].

Take the first derivative of z∗ w.r.t. p, we have
z∗

p = − 1
α(v−1)p .

It follows that the second derivate of z∗ w.r.t. p can be written as
dz∗p
dp = 1

p2α(v−1)
.

Given that v < 1, we have
dz∗p
dp < 0. �
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Appendix B: A Sufficient Condition to Generalize
Proposition 1
Claim: A sufficient condition for z∗

p to decrease in p is that 2s2
zz − sz · szzz > 0,

where sz, szz are as previously defined and szzz is the third derivative of s(z)
w.r.t. z.

Proof:
From Equation (6), it follows that

dz∗
p

dp
=

d
[
− sz(z∗ )

szz(z∗ )p

]

dp

= −
s2
zz (z∗ ) z∗

p p − sz (z∗ )
[
szzz (z∗ ) z∗

p p + szz (z∗ )
]

[szz (z∗ ) p]2

= −
[
s2
zz (z∗ ) − sz (z∗ ) szzz (z∗ )

]
z∗

p p − sz (z∗ ) szz (z∗ )

[szz (z∗ ) p]2 . (B1)

Combining Equations (6) and (B1), we have

dz∗
p

dp
= −

[
s2
zz (z∗ ) − sz (z∗ ) szzz (z∗ )

] ·
[
− sz(z∗ )

szz(z∗ )p

]
· p − sz (z∗ ) szz (z∗ )

[szz (z∗ ) p]2

= sz (z∗ )
szz (z∗ )

·
[
s2
zz (z∗ ) − sz (z∗ ) szzz (z∗ )

] + s2
zz (z∗ )

[szz (z∗ ) p]2

= sz (z∗ )
szz (z∗ )

· 2s2
zz (z∗ ) − sz (z∗ ) szzz (z∗ )

[szz (z∗ ) p]2 . (B2)

Given sz < 0 and szz > 0, if 2s2
zz − sz · szzz > 0, we have

dz∗p
dp < 0. �

It can be verified that all three functional forms of s(z) discussed in Propo-
sition 1 satisfy this sufficient condition.

Appendix C: Proof of G’s Convexity in p − p̄
Claim: G is convex in p − p̄

Proof:
Let δ = p − p̄, then G = [p · s(z̄, v)L + z̄] − [p · s(z∗, v)L + z∗] can also

be rewritten as:

G = [(
p̄ + δ

) · s
(
z̄
(
p̄
)
, v

)
L + z̄

(
p̄
)] − [(

p̄ + δ
) · s

(
z∗ (

p̄ + δ
)
, v

)
L + z∗ (

p̄ + δ
)]

.

Hence,

dG
dδ

= d
[(

p̄ + δ
) · s

(
z̄
(
p̄
)
, v

)
L + z̄

(
p̄
)]

dδ
− d

[(
p̄ + δ

) · s
(
z∗ (

p̄ + δ
)
, v

)
L + z∗ (

p̄ + δ
)]

dδ
. (C1)

Based on the Envelope Theorem,

d
[(

p̄ + δ
) · s

(
z∗ (

p̄ + δ
)
, v

)
L + z∗ (

p̄ + δ
)]

dδ
= s (z∗, v) L. (C2)

It follows that

dG
dδ

= s
(
z̄
(
p̄
)
, v

)
L − s

(
z∗ (

p̄ + δ
)
, v

)
L. (C3)

Given sz < 0 and z∗
p > 0, Equation (C3) is consistent with Proposition 2

that dG
dδ

> 0 if p − p̄ > 0 and dG
dδ

< 0 if p − p̄ < 0.
From Equation (C3), we have

d2G
dδ2

= −sz
(
z∗ (

p̄ + δ
)
, v

)
L · z∗

p

(
p̄ + δ

)
> 0.

Therefore, G is convex in p − p̄. �
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